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“Multi-resolution and Source Separation for Improved Sound Event

Detection based on Deep Neural Networks”

® Thesis elaborated within the AUDIAS research group (EPS-UAM)

® Presented as a compendium of publications
® Three journal articles and two conference papers as first author

® Mainly funded by a FPI-UAM contract (November 2018 — March 2023)
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“Multi-resolution and Source Separation for Improved Sound Event

Detection based on Deep Neural Networks”

® |nternational PhD mention
® Research stay at Brno University of Technology (Czech Republic)
® Speech@FIT research group
® September to December 2021

- BRNO
r UNIVERSITY
OF TECHNOLOGY

speech@fit
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Overview

@ Introduction

® Convolutional and Recurrent Deep Neural Networks for speech and music detection
©® Multi-resolution for Neural Network-based SED in domestic environments

® Joint Training of Source Separation and SED in domestic environments

@ Conclusions / Ongoing and future work
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Introduction

Multi-resolution and Source Separation for Improved Sound Event Detection based on Deep Neural Networks
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Introduction — Sound Event Detection (SED)

il &

Audio signal
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Introduction — Sound Event Detection (SED)

» Automatic Speech Recognition
* Speaker Identification

Speech

il &

Audio signal
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Introduction — Sound Event Detection (SED)

Automatic Speech Recognition
Speaker Identification
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Introduction — Sound Event Detection (SED)
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Introduction — Sound Event Detection (SED)

» Automatic Speech Recognition
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Introduction — Sound Event Detection (SED)

Weak predictions Strong predictions
(clip-level) (frame-level)

Event1 ./ —>| (1:50 to 3:05) |

Input audio

Sound Event
i — 22z

—>| (0:40 to 2:10) |

Sound Event Detection

® Determine the active sound events in an audio clip, considering a closed set of
categories (weak SED)

e Additionally, determine the onset and offset times of each active event (strong SED)
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Introduction — Sound Event Detection (SED)

Applications

® Pre-processing step for event-specific audio tasks

® Speech, Music, ...
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Introduction — Sound Event Detection (SED)

Applications

® Pre-processing step for event-specific audio tasks

® Speech, Music, ...

e Automatic labeling of multimedia contents, home assistance, security or medical
diagnosis
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Introduction — Thesis goals

@ Development of structure-agnostic methods for neural-network-based SED

® |Independent of the neural network structure
® Enhancement of input representations: multi-resolution, source separation
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Introduction — Thesis goals

@ Development of structure-agnostic methods for neural-network-based SED

® |Independent of the neural network structure
® Enhancement of input representations: multi-resolution, source separation

® Validation in standardized benchmarks and competitive evaluations
® Google AudioSet, DCASE Challenge
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Introduction — Thesis goals

@ Development of structure-agnostic methods for neural-network-based SED

® |Independent of the neural network structure
® Enhancement of input representations: multi-resolution, source separation

® Validation in standardized benchmarks and competitive evaluations
® Google AudioSet, DCASE Challenge

© Analysis and interpretation for different event categories and acoustic conditions

Diego de Benito Gorrén PhD Thesis <audzas> 8/64



Convolutional and Recurrent Deep Neural
Networks for speech and music detection

Multi-resolution and Source Separation for Improved Sound Event Detection based on Deep Neural Networks
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Convolutional and Recurrent DNNs for speech and music detection

e |nitial work of the PhD Thesis (2018-2019), built upon the candidate’s Master’s
Thesis!

e Detection of Speech and Music events in the large-scale dataset Google AudioSet

® Employing fully-connected DNNs, CNNs, and LSTM
® Only weak (i.e. clip-level) detection, no time boundaries specified

* The work led to the publication of the first journal article of the Thesis 2

1 D. de Benito-Gorrén “Deteccion de voz y misica en un corpus a gran escala de eventos de audio” MA thesis, 2018.
2 D. de Benito-Gorrdn et al. “Exploring convolutional, recurrent, and hybrid deep neural networks for speech and music detection in a large audio dataset”
EURASIP Journal on Audio, Speech, and Music Processing, 2019.
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Convolutional and Recurrent DNNs for speech and music detection

de Benito-Gorron et al. EURASIP Journal on Audio, Speech. and Music EURASIP Joul’na| on Aud|0
Processing 12019) 2019:9 N S
httpsu//doi.org/10.1 186/513636-018-0152-1 Speech, and Music Processing

RESEARCH Open Access

Exploring convolutional, recurrent, and
hybrid deep neural networks for speech and
music detection in a large audio dataset

Diego de Benito-Gorron', Alicia Lozano-Diez, Doroteo T. Toledano and Joaquin Gonzalez-Rodriguez

Gheok for
Gpdaes

Abstract

Audio signals represent a wide diversity of acoustic events, from background environmental nise to spoken
communication. Machine learning models such as neural networks have already been proposed for audic signal
modeling, where racurrent structures can take advantage of temporal dependencies. This work aims to study the
implementation of several neural netwerk-based systems for speech and music event detection over a collection of
77,937 10-second audic segments (216 h), selected from the Google AudioSet dataset. These segments belong to
YouTube videos and have been represented as mel-spectrograms. We propose and compare two approaches. The
firct ane iis the training of two different neural networks, one for speech detection and another for music detection.
The second approach consists on training a single neural network t tackle bath tasks at the same time. The studied
architectures include fully connected, convelutional and LSTM (leng short-term memory) recurrent networks.
Comparative results are provided in terms of classification performance and madel complexity. We would like to
highlight the perfarmance of convalutional architectures, specially in combinatien with an LSTM stage. The hybrid
convelutional-LSTM medels achieve the best overall results (85% accuracy) in the three proposed tasks. Furthermore,
a distractor analysis of the results has been carried out in order to identify which events in the ontology are the most
harmful for the performance of the models, showing some difficult scenarios for the detection of music and speech

Keywords: Acoustic event detection, Speech activity detection, Music activity detection, Neural networks,
Convolutional netwarks, LSTM
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Google AudioSet

{Ij1} AudioSet

* Introduced by Google Research in 20173
® Ontology: Over 600 classes

® Dataset: More than 2 million ten-second audio clips from YouTube

® Including weak labels regarding the classes in the ontology
® Not balanced across classes

3 . . . . . .
J. F. Gemmeke, D. P. W. Ellis, et al. “Audio Set: An ontology and human-labeled dataset for audio events” IEEE International Conf. on Acoustics, Speech and Signal
Processing (ICASSP), 2017.
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Speech and Music detection in Google AudioSet

Human sounds Animal Music
— Human voice — Domestic animals, pets  |— Musical instrument
— Whistling — Liv_eslock, farr_n — Music genre .
— Respiratory sounds :::mg::’ working — Musical concepts ° More than 600 Classes In 7
— Human locomotion L Wild animals — Music role gI’OU pS
— Digestive Sounds of things '— Music mood
[— Hands L Vehicle
| Heart sounds, . Natural sounds

heartbeat — Engine | Wind
— Otoacoustic emission — Eg;":ss‘;i:(d’:”ds' | Thunderstorm
L— Human group actions | el | Water

— Alarm — Fire

Source-ambiguous
sounds {— Mechanisms

Channel, environment

Generic impact sounds  |— Tools and background

Surface contact |— Explosion . .
[— Acoustic environment
Deformable shell — Wood i
— Noise
Onomatopoeia —
P Glass — Sound reproduction
Silence — Liquid
Other sourceless — Miscellaneous sources

L— Specific impact sounds
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Speech and Music detection in Google AudioSet

Human sounds Animal Music
— Human voice — Domestic animals, pets  |— Musical instrument
— Whistling — Livestock, farm — Music genre .
imal i
— Respiratory sounds :::m:l:l working — Musical concepts ° More than 600 Classes In 7
— Human locomotion L Wild animals — Music role grOU pS
— Digestive Sounds of things '— Music mood
— Hands . niti
L venicle Natural sound ¢ Definition of a balanced
l— Heart sounds, X atural sounds a .
hearibeat — Engine i subset “ with respect to Speech
. Lo — Domestic sounds, H H
— Otoacoustic emission [~ Domestc sou | hundersiom and Music events (78000 clips)
L— Human group actions | el | Water . . . .
_ e List of files publicly available
s . — Alarm '— Fire
ource—amblguous
sounds l— Mechanisms
Generic impact sounds | — Tools gxg%gﬂkspgg:é‘mem .
Surface contact I— Explosion D. de Benito-Gorrén et al. “Exploring convolutional, recurrent,
— Acoustic environment
Deformable shell | Wood Noi and hybrid deep neural networks for speech and music
— Noise
Onomatopoeia | — Glass . detection in a large audio dataset” EURASIP Journal on Audio,
— Sound reproduction
Silence [— Liquid Speech, and Music Processing, 2019.
Other sourceless I— Miscellaneous sources

L— Specific impact sounds
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Speech and Music detection in Google AudioSet

e Weak Sound Event Detection — Clip-level classification
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Speech and Music detection in Google AudioSet

e Weak Sound Event Detection — Clip-level classification

® Between 2 classes
® Speech detection: Speech or Non-speech
® Music detection: Music or Non-music
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Speech and Music detection in Google AudioSet

e Weak Sound Event Detection — Clip-level classification

® Between 2 classes
® Speech detection: Speech or Non-speech
® Music detection: Music or Non-music

® Between 4 classes
® Speech + Music
® Speech + Non-music
® Non-speech + Music
® Non-speech + Non-music
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Speech and Music detection in Google AudioSet

Experiments*

® Grid search — N° of hidden layers (L) and n° of nodes in each layer (V)

Fully-connected (performance baseline)

® Convolutional Neural Networks (CNN, 3 x 3 or 7 x 7 kernels)

Long Short-Term Memory (LSTM)

Convolutional Recurrent Neural Networks (CNN + LSTM, 1D or 2D convolutions)

D. de Benito-Gorrén et al. “Exploring convolutional, recurrent, and hybrid deep neural networks for speech and music detection in a large audio dataset”
EURASIP Journal on Audio, Speech, and Music Processing, 2019.
Diego de Benito Gorrén PhD Thesis <audias> 14/64



Speech and Music detection in Google AudioSet

Baseline network — Fully-connected
Best-performing network — 2D CRNN with L. = 6 conv. layers and N = 256

Fully-connected 2D CRNN

Speech 75.6% 83.8%
Music 72.7% 84.2%
4-class problem 55.8% 71.0%

Accuracy results over the Test subset (23383 clips)

Diego de Benito Gorrén PhD Thesis <audias> 15/64



Speech and Music detection in Google AudioSet

Distractor events — How do other events interfere with detecting Speech or Music?

¢ Definition of an objective measure based on conditional probabilities
® Positive distractors (d*) and Negative distractors (d ™)
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Speech and Music detection in Google AudioSet

Distractor events — How do other events interfere with detecting Speech or Music?

¢ Definition of an objective measure based on conditional probabilities
® Positive distractors (d*) and Negative distractors (d ™)

+ N(ys =1, 7 =0, Tgit = 1)

d .
(t, dZSt) W + N(Tt = 0, Tdist = 1)

y = System prediction -, = Target event 1= Aux. term (avg. n° of events)
7 =Ground truth annotation -4 = Distractor event
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Speech and Music detection in Google AudioSet

Distractor events — How do other events interfere with detecting Speech or Music?

¢ Definition of an objective measure based on conditional probabilities
® Positive distractors (d*) and Negative distractors (d ™)

+ N(ys =1, 7 =0, Tgit = 1)

d .
(t, dZSt) W + N(Tt = 0, Tdist = 1)

d — Nye=0, =1, 15t = 1)
(t, dist) w+ N(Tt =1, Tgist = 1)

y = System prediction -, = Target event 1= Aux. term (avg. n° of events)
7 =Ground truth annotation -4 = Distractor event

Diego de Benito Gorrén PhD Thesis <audias> 16/64



Speech and Music detection in Google AudioSet

Distractor events®

e Positive distractors (d*) cause False Positives
® Negative distractors (d~) cause False Negatives

Speech Music
d*  Crowd, Cheering, ... Percussion, Singing, Organ, ...
d~  Whispering, Singing, Music, ...  Inside/small room, Outside/rural or natural, Speech, ...

D. de Benito-Gorrdn et al. “Exploring convolutional, recurrent, and hybrid deep neural networks for speech and music detection in a large audio dataset”
EURASIP Journal on Audio, Speech, and Music Processing, 2019.
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Speech and Music detection in Google AudioSet

Distractor events®

e Positive distractors (d*) cause False Positives

® Negative distractors (d~) cause False Negatives

Speech Music
d*  Crowd, Cheering, ... Percussion, Singing, Organ, ...
d~  Whispering, Singing, Music, ...  Inside/small room, Outside/rural or natural, Speech, ...

® Semantic similarity

D. de Benito-Gorrdn et al. “Exploring convolutional, recurrent, and hybrid deep neural networks for speech and music detection in a large audio dataset”
EURASIP Journal on Audio, Speech, and Music Processing, 2019.
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Speech and Music detection in Google AudioSet

Distractor events®

e Positive distractors (d*) cause False Positives
® Negative distractors (d~) cause False Negatives

Speech Music

d*  Crowd, Cheering, ... Percussion, Singing, Organ, ...
d~  Whispering, Singing, Music, ...  Inside/small room, Outside/rural or natural, Speech, ...

® Semantic similarity
e Difficult conditions

D. de Benito-Gorrén et al. “Exploring convolutional, recurrent, and hybrid deep neural networks for speech and music detection in a large audio dataset”

EURASIP Journal on Audio, Speech, and Music Processing, 2019.
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Speech and Music detection in Google AudioSet

Distractor events®

e Positive distractors (d*) cause False Positives
® Negative distractors (d~) cause False Negatives

Speech Music

d*  Crowd, Cheering, ... Percussion, Singing, Organ, ...
d~  Whispering, Singing, Music, ... Inside/small room, Outside/rural or natural, Speech, ...

® Semantic similarity
e Difficult conditions
® Masking between events

D. de Benito-Gorrén et al. “Exploring convolutional, recurrent, and hybrid deep neural networks for speech and music detection in a large audio dataset”

EURASIP Journal on Audio, Speech, and Music Processing, 2019.
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Multi-resolution for Neural Network-based
Sound Event Detection in domestic
environments

Multi-resolution and Source Separation for Improved Sound Event Detection based on Deep Neural Networks
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Multi-resolution for Neural Network-based SED in domestic environments

® Participation in the DCASE Challenge competitive evaluations in 2020, 2021, 2022
® Detection of ten event categories in domestic environments

* The work has led to the publication of two conference papers ® "and two journal
articles 82

6 D. de Benito-Gorrdn, D. Ramos, and D. T. Toledano “A multi-resolution approach to sound event detection in DCASE 2020 task4” Detection and Classification of
Acoustic Scenes and Events Workshop (DCASE), 2020.

i D. de Benito-Gorrdn et al. “Multiple Feature Resolutions for Different Polyphonic Sound Detection Score Scenarios in DCASE 2021 Task 4” Detection and
Classification of Acoustic Scenes and Events Workshop (DCASE), 2021.

8 D. de Benito-Gorrén, D. Ramos, and D. T. Toledano “A Multi-Resolution CRNN-Based Approach for Semi-Supervised Sound Event Detection in DCASE 2020
Challenge” |EEE Access, 2021.

o D. de Benito-Gorrdn, D. Ramos, and D. T. Toledano “An Analysis of Sound Event Detection under Acoustic Degradation Using Multi-Resolution Systems” Applied
Sciences, 2021.
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Detection and Classification of Acouslic Scenes and Events 2020

A MULTI-RESOLUTION APPROACH TO SOUND EVENT DETECTION
TASK4

2-3 November 2020, Tokyo, Japan

DCASE 2020

Diego de Benito-Gorron, Daniel Ramos, Doroteo T. Toledano

AUDIAS Research Group
Universidad Auténoma de Madrid
Calle Francisco Tomds y Valiente, 11, 28049 Madrid, SPAIN
{diego.benito, daniel.ramos, doroteo.torre } @uam.es

ABSTRACT

In this paper, we propose a multi-resolution analysis for feature
extraction in Sound Fvent Detection. Because of the specific tempo-
ral and speetral characteristics of the different acoustic events, we
‘hypothesize that different time-frequency resolutions can be more
appropriate to locate cach sound category. We carry out our ex-
‘periments using the DESED dataset in the context of the DCASE
2020 Task 4 challenge, where the combination of up to five different
time-frequency resolutions via madel fusion is able to outperform

Event N, Mean S
“Alarm bell /ringing 57 L0 143
Blender 370 236 204
Cat BILIL 081
Dishes 1123 0.61 049
Dog 824 0.92 093
Electric shaver / toothbrush 345 .61 2.69

229 506 307
Running water 270 381 253
Speech 2760 113 082
Vi 1

the baseline results. In addition, we propose class-specific thresh-
olds for the Fy-score metric, further improving the results over the
Validation and Public Evaluation sets.

Index Terms— DCASE 2020 Task 4, CRNN, Mean Tea
Multi-resolution, Model fusion, Threshold tuning, PSDS

1. INTRODUCTION

Sound Event Detection (SED) systems aim to determine the tem-
poral locations of several categories of acoustic events in a given
audio clip. In contrast with the usual single-resolution approach
used to train these systems, we propose a multi-resolution analysis
of the audio features (mel-spectrograms) in order to lake advanlage
of the diverse lempoml ‘and spectral characteristis found in differ-

343 587 328

“Table 1: Number of examples and mean and standard deviation of
their durations (in seconds) for each sound category in the Synthelic
training set.

The Weakly-labeled, Unlabeled and Synthetie training scts are
used (o train the neural networks. 20% of the Synthetic training
set is reserved for validation. The DESED Validation set is used
0 tune hyper-parameters and perform model selection. In addition,
we provide results over the Public Evaluation

3. PROPOSED SOLUTIONS

Multi-resolution for Neural Network-based SED in domestic environments

<audias>




Detection and Classification of Acoustic Scenes and Events 2021

15-19 November 2021, Online

MULTIPLE FEATURE RESOLUTIONS FOR DIFFERENT POLYPHONIC SOUND
DETECTION SCORE SCENARIOS IN DCASE 2021 TASK 4

Diego de Benito-Gorron, Sergio Segovia, Daniel Ramos, Doroteo T. Toledano

AUDIAS Research Group
Universidad Aut6noma de Madrid
Calle Francisco Tomds y Valiente, ll 28049 Madnd SPAIN

diego.beni .es, sergio.

g uam.e

danicl.ramos @uam.cs, doml/:o torrc @uam.cs

ABSTRACT

In this paper, we describe our multi-resolution mean tcacher sys-
tems for DCASE 2021 Task 4: Sound event detection and separation
in domestic environments. Aiming to take advantage of the differ-
ent lengths and speetral characteristics of each target category, we
follow the multi-resolution feature extraction approach that we in-
troduced for last year's edition. It is found that each one of the pro-
posed Polyphonic Sound Detection Score (PSDS) scenarios benefits
from cither a higher Iempora.l resolution or a higher frequency reso-
lution. several i
olutions through model fusion s able to improve the PSDS sl
in both scenarios. Furthermore, a class-wise analysis of the PSDS
metrics is provided, indicating that the detection of cach event cat-
egory is optimized with different resolution points or model combi-
nations.

Index Terms— DCASE 2021, CRNN, Mean Teacher, Multi-
resolution, Model fusion, PSDS

1. INTRODUCTION

The development of competitive evaluations such as the DCASE
(Detection and Classification of Acoustic Scenes and Events) Chal-

multi-resolution to the DCASE 2021 SED baseline system, which
features the use of mixup 7] for data augmentation, as well as a
larger synthetic subset, as main additions to the Mean Teacher [8]
convolutional recurrent neural network (CRNN) system of previous
years [9].

Our participation for DCASE 2021 Challenge is based on the
provided baseline system and follows the scenario of sound event
detection (SED) without source scparation pre-processing.  We
propose a multi-resolution analysis of the audio features (mel-
spectrograms) used to train the neural network, in contrast with the
single-resolution approach of the base]

2. DATASET

‘The datasct used for sound cvent detection in DCASE 2021 Task
4is DESED, which is composed of real recordings, obtained from
Google AudioSet, and synthetic recordings which are generated us-
ing the Scaper library [10]. Real recordings include the Weakly-
labeled training set (578 clips), the Unlabeled training set (14412
clips) and the Validation sct (1168 clips). Additionally, the Syn-
thetic st contains 12500 strongly-labeled, synthetic clips, gener-
ated such that the event distribution is similar to that of the Valida-
Gon set.

PhD Thes

Multi-resolution for Neural Network-based SED in domestic environments
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Multi-resolution for Neural Network-based SED in domestic environments

IEEE Access
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A Multi-Resolution CRNN-Based Approach for
Semi-Supervised Sound Event Detection in DCASE
2020 Challenge

DIEGO DE BENITO-GORRON ", DANIEL RAMOS ', AND DOROTEO T. TOLEDANQ
DL Estuela Polité Universidu) Auid . 28049 Madid. Spain

a

thor: Dicgo de Benito-Gorro Les)

This work was supported in part by the Project Deep Speech for Forensics and Security (DSForSec) under Grant RTI201 §.098091-B-100,
in part by the Ministry of Scicnce, Innovation and Universitics of Spain, and in part by the European Regional Development Fund (ERDF).

ABSTRACT Sound Event Detection is a task with a rising relevance over the recent years in the field
of audio signal processing, due to the creation of specific datasets such as Google AudioSet or DESED
(Domestic Environment Sound Event Detection) and the introduction of competitive evaluations like the
DCASE Challenge (Detection and Classilication of Acoustic Scenes and Events). The diflerent categories
of acoustic events can present diverse temporal and spectral i However, most app use
a fixed time-frequency resolution (o represent the audio segments. This work proposes a multi-resolution
analysis for feature extraction in Sound Event Detection, hypothesizing that different resolutions can be more
adequate for the detection of different sound event cas ics, and that bining the i ion provided
by multiple resolutions could improve the performance of Sound Event Detection systems. Experiments
are carried out over the DESED dataset in the context of the DCASE 2020 Challenge, concluding that
the ination of up to 5 ions allows a neural k-based system to obtain better results than
single-resolution models in terms of event-based F1-score in every event category and in terms of PSDS
(Polyphonic Sound Detection Score). Furthermore, we analyze the impact of score thresholding in the
computation of Fl-score results, finding that the standard value of 0.5 is suboptimal and proposing an
alternative strategy based in the use of a specific threshold for each event category, which obtains further
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Multi-resolution for Neural Network-based SED in domestic environments

applied
sciences
Article

An Analysis of Sound Event Detection under Acoustic
Degradation Using Multi-Resolution Systems

Diego de Benito-Gorrén *7, Daniel Ramos © and Doroteo T. Toledano

AUDIAS, Electro d C ication Technology Dep Escuela Polité p
Universidad Autsnoma de Madrid, Av. sco Tomss y Valiente, 11, 28049 Madrid, Spain;
daniel (DR @ (DTT)

* Correspondence; diego benito@uam.es

Abstract: The Sound Event Detection task aims to determine the temporal locations of acoustic
events in audio clips. In recent years, the relevance of this field is rising due to the introduction of
datasets such as Google AudioSet or DESED (Domestic Environment Sound Event Detection) and
competitive evaluations like the DCASE Challenge (Detection and Classification of Acoustic Scenes
and Events). In this paper, we analyze the performance of Sound Event Detection systems under

diverse artificial acoustic conditions such as high- or low-pass filtering and clipping or dynamic
range compression, as well as under an scenario of high overlap between events. For this purpose,
the audio was obtained from the Evaluation subset of the DESED dataset, whereas the systems
ek or were trained in the context of the DCASE Challenge 2020 Task 4. Our systems are based upon the
challenge baseline, which consists of a Convolutional-Recurrent Neural Network trained using the
Citation: de Benito-Gorrén, D.;:
Ramos, D.; Toledano, D.T. An
Analysis of Sound Bvent Detection

Mean Teacher method, and they employ a multiresolution approach which is able to improve the
Sound Event Detection performance through the use of several resolutions during the extraction

under Acostic Degradation Using of Mel-spectrogram features. We provide insights on the benefits of this multiresolution approach

Multi Resolution Systems. Appl. 5. i different acoustic settings, and compare the performance of the single-resolution systems in
202,11, 1561, it/ Jdoons/ the aforementioned scenarios when using different i we the
10.3390/app112311561 analysis of the performance in the high-overlap scenario by assessing the degree of overlap of each

event category in sound event detection datasets.
Academic Editors: Anténio Joaquim
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DCASE (Detection and Classification of Acoustic Scenes and Events)

PCASE GHALLENEE

e Task 4 — “Sound Event Detection in Domestic Environments”

® 10 target categories

_L Alarm bell/ringing g Blender

= Cat Dishes

2 Dog / Electric shaver/toothbrush
Q Frying * Running water

¢ Speech =~ Vacuum cleaner

Diego de Benito Gorrén PhD Thesis <audias> 20/64



DCASE (Detection and Classification of Acoustic Scenes and Events)

PCASE GHALLENEE

e Task 4 — “Sound Event Detection in Domestic Environments”

® 10 target categories

_L Alarm bell/ringing g Blender

= Cat Dishes

2 Dog / Electric shaver/toothbrush
Q Frying * Running water

¢ Speech =~ Vacuum cleaner

® Strong SED — Time boundaries (t,,, t,ff) are specified

Diego de Benito Gorrén PhD Thesis <audias> 20/64



DCASE Challenge Task 4 — Dataset

DESED dataset — Domestic Environment Sound Event Detection 1°
® 10-second audio clips

10 - . . . . . .
N. Turpault et al. “Sound event detection in domestic environments with weakly labeled data and soundscape synthesis” Detection and Classification of Acoustic

Scenes and Events Workshop (DCASE), 2019,

Diego de Benito Gorrén PhD Thesis <audias> 21/64



DCASE Challenge Task 4 — Dataset

DESED dataset — Domestic Environment Sound Event Detection 1°

® 10-second audio clips

® “Real” recordings from Google AudioSet
® “Synthetic” recordings produced with the Scaper toolkit 1!

10 - . . . . . .
N. Turpault et al. “Sound event detection in domestic environments with weakly labeled data and soundscape synthesis” Detection and Classification of Acoustic

Scenes and Events Workshop (DCASE), 2019,
11 . . . . . . .
J. Salamon et al. “Scaper: A library for soundscape synthesis and augmentation” IEEE Workshop on Applications of Signal Processing to Audio and Acoustics

(WASPAA), 2017.
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DCASE Challenge Task 4 — Dataset

DESED dataset — Domestic Environment Sound Event Detection 1°

® 10-second audio clips

® “Real” recordings from Google AudioSet
® “Synthetic” recordings produced with the Scaper toolkit 1!

® Mix of weakly-labeled, strongly-labeled and unlabeled data

10 - . . . . . .
N. Turpault et al. “Sound event detection in domestic environments with weakly labeled data and soundscape synthesis” Detection and Classification of Acoustic
Scenes and Events Workshop (DCASE), 2019,

11 . . . . . . .

J. Salamon et al. “Scaper: A library for soundscape synthesis and augmentation” IEEE Workshop on Applications of Signal Processing to Audio and Acoustics

(WASPAA), 2017,
Diego de Benito Gorrén PhD Thesis <audias> 21/64



DCASE Challenge Task 4 — Dataset

DESED dataset — Domestic Environment Sound Event Detection 12

Audio Labels Number of clips

Unlabeled Training set Real None 14412
Weak Training set Real Weak 1578
Synthetic Training set ~ Synthetic  Strong 12500
Validation set Real Strong 1168

12 . . . . . . e .
N. Turpault et al. “Sound event detection in domestic environments with weakly labeled data and soundscape synthesis” Detection and Classification of Acoustic

Scenes and Events Workshop (DCASE), 2019.
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DCASE Challenge Task 4 — Baseline system

DCASE 2020 Task 4 Baseline system 13
e Competitive baseline, based on best-performing systems from previous editions

® Convolutional Recurrent Neural Network (CRNN)
® Mel-spectrogram features

® Mean Teacher method 1* for semi-supervised learning

13 N. Turpault and R. Serizel “Training Sound Event Detection on a Heterogeneous Dataset” Detection and Classification of Acoustic Scenes and Events Workshop
(DCASE), 2020.

14 A. Tarvainen and H. Valpola “Mean teachers are better role models: Weight-averaged consistency targets improve semi-supervised deep learning results”
Advances in neural information processing systems, 2017.
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DCASE Challenge Task 4 — Baseline system

DCASE 2020 Task 4 Baseline system 13
e Competitive baseline, based on best-performing systems from previous editions

Convolutional Recurrent Neural Network (CRNN)

Mel-spectrogram features

® Mean Teacher method 1* for semi-supervised learning

Additional Baseline system provided for Sound Event Separation and Detection (not
considered during this section)

13 N. Turpault and R. Serizel “Training Sound Event Detection on a Heterogeneous Dataset” Detection and Classification of Acoustic Scenes and Events Workshop
(DCASE), 2020.

14 A. Tarvainen and H. Valpola “Mean teachers are better role models: Weight-averaged consistency targets improve semi-supervised deep learning results”
Advances in neural information processing systems, 2017.
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DCASE Challenge Task 4 — Baseline system

Recurrent Output

Post-processing
Neural Network layer

Feature extraction Convolutional Neural Network
Score

sequences
Scoring

Audio 1
waveform .
Mel- 2
16 | | 32 128| |128| [128| |128 128 128 | ¥ gl
spectrogram R
10

D Convolutional block: Conv 2D (3x3), ReLU activation, Average Pooling 2D

]

Thresholding
Median smoothing

D Recurrent block: Bidirectional Gated Recurrent Unit (GRU)

Output unit:  Sigmoid activation

® Training: 90% of DESED Weak + 80% of DESED Synthetic + DESED Unlabeled
e Validation: 10% of DESED Weak +20% of DESED Synthetic
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DCASE Challenge Task 4 — Baseline system

@ A score sequence ak is obtained for each class &

FED(x05ea) =D = (dp), 1 <k < K

10 —— Alarm_bell_ringing
0.8 Blender
— Cat
o 06 A — Dishes
[ N—— I I —t- do-d - Dog
& 0.4 — Electric_shaver_toothbrush
Frying
0.2 [\ Running_water
— s s— N A Speech
0.0 Vacuum_cleaner
0.0 1.0 2.0 3.0 4.0 5.0 6.0 7.0 8.0 9.0 10.0

Time (seconds)

® Time boundaries are estimated from dj, using a threshold 7 € (0, 1)
©® Median filtering to smooth boundary predictions

Diego de Benito Gorrén PhD Thesis <audias> 25/64



Multi-resolution for Neural Network-based Sound Event Detection

® Acoustic events present different temporal and spectral characteristics
® E.g. different event lengths

Dog Vacuum cleaner
824 examples 343 examples
M=092s H=5387s
oc=0.93s o=23.28s
0 o
- -
c c
4 o
> >
o o
o o
=z z
J_._ l e 0 w =
0 2 4 6 8 10 0 2 4 6 8 10
Event length (s) Event length (s)

Diego de Benito Gorrén PhD Thesis <audias> 26/64



Multi-resolution for Neural Network-based Sound Event Detection

® Acoustic events present different temporal and spectral characteristics
® E.g. different event lengths

Dog Vacuum cleaner
824 examples 343 examples
M=092s H=5387s
oc=0.93s o=23.28s
0 o
- -
c c
4 o
> >
o o
o o
=z z
J_._ l e 0 w =
0 2 4 6 8 10 0 2 4 6 8 10
Event length (s) Event length (s)

® Mel-spectrogram — compromise between time resolution and frequency
resolution
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Multi-resolution for Neural Network-based Sound Event Detection

Mel-spectrogram — Electric shaver/toothbrush

High time resolution High frequency resolution

Melfilters

Mel-filters

Lk

Time Time
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Multi-resolution for Neural Network-based Sound Event Detection

Mel-spectrogram — Alarm bell/ringing

High time resolution High frequency resolution

-
Mel-filters
1
B

Mel-filters

Time

Time
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Multi-resolution for Neural Network-based Sound Event Detection

Time-frequency resolution points
Defined as sets of parameters for mel-spectrogram feature extraction

e Audio sampling frequency (fs)
e Size of the Discrete Fourier Transform (V)
® Window type, length (L) and hop size (R)

e Number of melfilters (1,,,¢;)

Diego de Benito Gorrén PhD Thesis
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Multi-resolution for Neural Network-based Sound Event Detection

Mel-spectrogram extraction parameters of the Baseline System
e Sampling frequency: fs = 16000H z
e Size of the DFT: N = 2048 samples

® Hamming window

® length: L = 2048 samples (128 ms)
® Hop size: R = 255 samples (15.94 ms)

® N = 128 melfilters
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Multi-resolution for Neural Network-based Sound Event Detection

Five resolution points are defined
® Baseline system resolution (B.S) as starting point
® Twice better time resolution (T'; 1), and twice better frequency resolution (F )

® Intermediate resolution points 7y and Fy

N L R Dme
T,. 1024 1024 128 64
T, 2048 1536 192 9
BS 2048 2048 255 128
F, 4096 3072 384 192
F,, 409 4096 512 256

N, L and R reported in samples, using fs = 16000H z

Diego de Benito Gorrén PhD Thesis <audias> 31/64



Multi-resolution for Neural Network-based Sound Event Detection

Multi-resolution approach

® Train J single-resolution systems, with features extracted at each resolution point
j=1...J
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Multi-resolution for Neural Network-based Sound Event Detection

Multi-resolution approach

® Train J single-resolution systems, with features extracted at each resolution point
j=1...J

@ For each event class k, combine the scores of the J single-resolution systems, cAl,E:j)
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Multi-resolution for Neural Network-based Sound Event Detection

Multi-resolution approach

® Train J single-resolution systems, with features extracted at each resolution point
j=1...J

@ For each event class k, combine the scores of the J single-resolution systems, cAl,E:j)

a(multi) .

B
|
<l
=
Q.
=3

)

© Obtain the predictions of onsets and offsets from (Ai,(gm“lti and measure the

performance
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DCASE 2020 — Single-resolution results

T, T, BS F,y Fiy

Alarm bell/ringing 42.1 43.8 420 422 410
Blender 32,9 323 274 30.0 309
Cat 38.4 40.0 41.0 393 34.7
Dishes 20.8 219 208 22.6 21.0
Dog 15.1 17.1 165 123 12.8
Electric shaver/toothbrush 32,8 355 372 362 41.1
Frying 235 23,9 209 239 222
Running water 31.7 298 304 276 272
Speech 427 47.1 452 46.2 46.3
Vacuum cleaner 40.1 399 389 445 401
Macro F} score 320 33.1 320 325 31.7

Event-based Fi-scores (%) over DESED Validation set
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DCASE 2020 — Single-resolution results

Ty, T, BS F,y Fiy

Alarm bell/ringing 42.1 43.8 420 422 410
Blender 32,9 323 274 30.0 30.9
Cat 38.4 40.0 41.0 393 34.7
Dishes 20.8 219 208 22.6 21.0
Dog 15.1 17.1 165 123 12.8
Electric shaver/toothbrush 32,8 355 372 362 41.1
Frying 235 23,9 209 239 222
Running water 31.7 298 304 276 272
Speech 42.7 47.1 452 46.2 46.3
Vacuum cleaner 40.1 399 389 445 401
Macro F} score 320 33.1 320 325 31.7

Event-based Fi-scores (%) over DESED Validation set

Different resolutions perform better for different categories
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DCASE 2020 — Multi-resolution results (Validation)

® Base: Baseline System results

Base
Alarm bell/ringing 39.0
Blender 31.6
Cat 45.0
Dishes 25.0
Dog 21.7
Electric shaver/toothbrush  36.0
Frying 24.4
Running water 31.7
Speech 49.0
Vacuum cleaner 44.4
Total macro 34.8

Event-based F -scores (%) over DESED Validation set
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DCASE 2020 — Multi-resolution results (Validation)

® Base: Baseline System results
® 3res: Fusion of BS, T 4 and Fy resolutions

Base 3res
Alarm bell/ringing 39.0 46.1
Blender 31.6 46.4
Cat 45.0 42.2
Dishes 250 221
Dog 21.7 17.7
Electric shaver/toothbrush  36.0 41.8
Frying 24.4  30.0
Running water 31.7 382
Speech 49.0 48.0
Vacuum cleaner 44.4 54.8
Total macro 34.8 38.7

Event-based F -scores (%) over DESED Validation set
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DCASE 2020 — Multi-resolution results (Validation)

® Base: Baseline System results
® 3res: Fusion of BS, T 4 and Fy resolutions
® 5res: Fusion of all 5 resolution points

Base 3res 5res

Alarm bell/ringing 39.0 461 47.2
Blender 31.6 46.4 495
Cat 45.0 42.2 45.2
Dishes 25.0 22.1 23.9
Dog 21.7 17.7 18.6
Electric shaver/toothbrush  36.0 41.8 46.8
Frying 24.4 300 29.7
Running water 31.7 382 396
Speech 49.0 48.0 49.9
Vacuum cleaner 44.4 54.8  58.7
Total macro 34.8 38.7 409

Event-based F -scores (%) over DESED Validation set
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DCASE 2020 — Multi-resolution results (Validation)

® Base: Baseline System results
® 3res: Fusion of BS, T 4 and Fy resolutions
® 5res: Fusion of all 5 resolution points

® 5res-thr: 5res with adjusted thresholds (optimistic performance)

Base 3res 5res 5res-thr
Alarm bell/ringing 39.0 461 472 48.2
Blender 31.6 46.4 49.5 50.0
Cat 45.0 42.2 45.2 47.3
Dishes 25.0 22.1 23.9 25.2
Dog 21.7 17.7 18.6 22.3
Electric shaver/toothbrush  36.0 41.8 46.8 49.0
Frying 244 300 29.7 34.3
Running water 31.7 382 396 41.6
Speech 49.0 48.0 49.9 55.6
Vacuum cleaner 44.4 54.8 58.7 61.0
Total macro 34.8 38.7 409 43.4

Event-based F -scores (%) over DESED Validation set

Diego de Benito Gorrén

PhD Thesis
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DCASE 2020 — Multi-resolution results (Evaluation)

15

® 5res and 5res-thr were submitted to DCASE 2020 Task 4
® Both systems outperformed the baseline *

Base 5res 5res-thr
Alarm bell/ringing 359 40.3 38.5
Blender 37.0 42.4 42.2
Cat 62.6 61.5 63.1
Dishes 26.0 20.8 22.3
Dog 27.1 14.5 21.5
Electric shaver/toothbrush 259  40.9 36.8
Frying 247 285 30.8
Running water 24.3 243 23.5
Speech 48.2 48.4 54.0
Vacuum cleaner 39.0 60.4 51.5
Total macro 34.9 37.9 38.2

Event-based F -scores (%) over DESED Evaluation set

http://dcase.community/challenge2020/task-sound-event-detection-and-separation-in-domestic-environments-results
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Multi-resolution Sound Event Detection — Overlap analysis

® QOverlapped events are particularly difficult for SED systems

Diego de Benito Gorrén PhD Thesis <audias> 36/64



Multi-resolution Sound Event Detection — Overlap analysis

® QOverlapped events are particularly difficult for SED systems
® Multi-resolution seems to slightly improve robustness in such scenario *®
® Higher Relative improvement (R.l.) of the Recall metric

Non-overlapped  Overlapped

System Recall% R.I.% Recall% R.I%
BS 36.4 - 10.6 -

3res 39.4 8.4 135 27.8
5res 40.9 12.6 14.8 40.0

Results over DESED Validation set

16 D. de Benito-Gorrdn, D. Ramos, and D. T. Toledano “A Multi-Resolution CRNN-Based Approach for Semi-Supervised Sound Event Detection in DCASE 2020

Challenge” |EEE Access, 2021,
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Multi-resolution Sound Event Detection — Overlap analysis

® QOverlapped events are particularly difficult for SED systems
® Multi-resolution seems to slightly improve robustness in such scenario *®
® Higher Relative improvement (R.l.) of the Recall metric

Non-overlapped  Overlapped

System Recall% R.I.% Recall% R.I%
BS 36.4 - 10.6 -

3res 39.4 8.4 135 27.8
5res 40.9 12.6 14.8 40.0

Results over DESED Validation set

® However, conclusions were limited by the scarcity of overlapped data

16 D. de Benito-Gorrdn, D. Ramos, and D. T. Toledano “A Multi-Resolution CRNN-Based Approach for Semi-Supervised Sound Event Detection in DCASE 2020

Challenge” |EEE Access, 2021,
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Multi-resolution Sound Event Detection — Overlap analysis

® Design of an Overlapped dataset to analyze performance under severe event

overlap '

F1 score (%)

80
70

[=2]
[=]

30

= b
o o O

Overlap

m F++

Macro Alarm Blender Cat Dishes
F1 bell /
Ringing

F+ m BS

| T+ | T4+

M 3res Sres

Dog Electric Frying Running Speech Vacuum

shaver /[
Toothbrush

water cleaner

17 D. de Benito-Gorrén, D. Ramos, and D. T. Toledano “An Analysis of Sound Event Detection under Acoustic Degradation Using Multi-Resolution Systems” Applied

Sciences, 2021.
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DCASE 2021 — Polyphonic Sound Detection Score

Polyphonic Sound Detection Score ¢
Aims to overcome limitations of I} score

18 . . . . . . .
C. Bilen et al. “A framework for the robust evaluation of sound event detection” IEEE International Conf. on Acoustics, Speech, and Signal Processing (ICASSP),
2020.
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DCASE 2021 — Polyphonic Sound Detection Score

Polyphonic Sound Detection Score ¢
Aims to overcome limitations of I} score

e Several operation points considered — Area Under Curve (AUC)
® 50 thresholds, linearly distributed from 0 to 1

18 . . . . . . .
C. Bilen et al. “A framework for the robust evaluation of sound event detection” IEEE International Conf. on Acoustics, Speech, and Signal Processing (ICASSP),
2020.
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Polyphonic Sound Detection Score ¢
Aims to overcome limitations of I} score

e Several operation points considered — Area Under Curve (AUC)
® 50 thresholds, linearly distributed from 0 to 1

® |ntersection criterion to enhance robustness

18 . . . . . . .
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DCASE 2021 — Polyphonic Sound Detection Score

Polyphonic Sound Detection Score ¢
Aims to overcome limitations of I} score

e Several operation points considered — Area Under Curve (AUC)
® 50 thresholds, linearly distributed from 0 to 1

® |ntersection criterion to enhance robustness

e Adaptable to different application scenarios

18 . . . . . . .
C. Bilen et al. “A framework for the robust evaluation of sound event detection” IEEE International Conf. on Acoustics, Speech, and Signal Processing (ICASSP),
2020.
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DCASE 2021 — Polyphonic Sound Detection Score

Polyphonic Sound Detection Score ¢
Aims to overcome limitations of I} score

e Several operation points considered — Area Under Curve (AUC)
® 50 thresholds, linearly distributed from 0 to 1

® |ntersection criterion to enhance robustness

e Adaptable to different application scenarios
® PSDS1 — Accurate temporal detection

18 . . . . . . .
C. Bilen et al. “A framework for the robust evaluation of sound event detection” IEEE International Conf. on Acoustics, Speech, and Signal Processing (ICASSP),
2020.
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DCASE 2021 — Polyphonic Sound Detection Score

Polyphonic Sound Detection Score ¢
Aims to overcome limitations of I} score

e Several operation points considered — Area Under Curve (AUC)
® 50 thresholds, linearly distributed from 0 to 1

® |ntersection criterion to enhance robustness

e Adaptable to different application scenarios

® PSDS1 — Accurate temporal detection
® PSDS2 — Accurate classification between events

18 . . . . . . .
C. Bilen et al. “A framework for the robust evaluation of sound event detection” IEEE International Conf. on Acoustics, Speech, and Signal Processing (ICASSP),
2020.
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DCASE 2021 — Single-resolution results

PSDS 1 PSDS 2
1.0 1.0
— T++ AUC = 0.328 — T++ AUC = 0.520
T+ AUC = 0.367 T+ AUC = 0.534
— BS AUC = 0.357 — BS AUC = 0.549
**1 — F+ AUC = 0.324 *1 — F+ AUC = 0.542
— F++ AUC = 0.286 — F++ AUC = 0.556

€TPR
€TPR

o 20 40 60 80 100 o 20 40 60 80 100
€FPR per hour €FPR per hour

Results over DESED Validation set *°

19 . . . . . . . -
D. de Benito-Gorron et al. “Multiple Feature Resolutions for Different Polyphonic Sound Detection Score Scenarios in DCASE 2021 Task 4” Detection and

Classification of Acoustic Scenes and Events Workshop (DCASE), 2021.
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DCASE 2021 — Multi-resolution results

System  Resolutions PSDS1 PSDS2 Fi(%)
3res T.,BS,Fy 0.343 0.571 42.6
3res-T T44,T4,BS 0.363 0.574 43.1
4res T.,BS,Fi,Fiy 0.345 0.571 42.2
5res Ti4,T4+,BS,Fy,Fry 0361 0.577 42.7
Challenge Baseline 0.315  0.547 37.3

Results over the DESED Evaluation set

Diego de Benito Gorrén

PhD Thesis
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DCASE 2022 — Multi-resolution CRNN and Conformer

® Multi-resolution analysis applied to Conformer networks %° (in addition to CRNN)
e Optimization of Mean Teacher model selection strategy 2*

20 . . . .
A. Gulati et al. Conformer: Convolution-augmented Transformer for Speech Recognition arXiv: 2005.08100 (eess.AS), 2020.

2 D. de Benito-Gorron et al. Multi-Resolution Combination of CRNN and Conformers for DCASE 2022 Task 4 tech. rep., 2022,
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DCASE 2022 — Multi-resolution CRNN and Conformer

® Multi-resolution analysis applied to Conformer networks %° (in addition to CRNN)
e Optimization of Mean Teacher model selection strategy 2*

CRNN Conformer
Resolutions PSDS1 PSDS2 I} (%) PSDS1 PSDS2 Fy (%)
3res T.,BS,Fq 0.398 0.606 45.8 0.346 0.636 42.6
3resT  Tiu,T4,BS 0.416 0.613 475 0.371 0.633 428
4res-T  T,.,T4,BS,Fy 0.414 0.619 47.8 0.370 0.647 43.4
5res  T..,T.,BSFi,Fry 0402 0.625 47.5 0366 0.657 44.3
BS BS 0.370 0.571 435 0.342 0.580 41.9

Results over DESED Validation set

20 . . . .
A. Gulati et al. Conformer: Convolution-augmented Transformer for Speech Recognition arXiv: 2005.08100 (eess.AS), 2020.

2 D. de Benito-Gorron et al. Multi-Resolution Combination of CRNN and Conformers for DCASE 2022 Task 4 tech. rep., 2022,
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DCASE 2022 — Multi-resolution CRNN and Conformer

Multi-resolution CRNN + Conformer %2

System Median filtering  PSDS1 PSDS2 Fi(%)

Tres Fixed 0.422 0.656 49.2
Class-wise 0.428 0.655 50.1
Fixed 0.410 0.665 48.9

10res .
Class-wise 0.347 0.663 43.0
Baseline 0.342 0.527 40.1

Results over DESED Validation set

2 D. de Benito-Gorron et al. Multi-Resolution Combination of CRNN and Conformers for DCASE 2022 Task 4 tech. rep., 2022,

Diego de Benito Gorrén PhD Thesis
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DCASE — Summary of Results

Team Year Rank DESED Validation DESED Evaluation
PSDS1 PSDS2  Fi(%) PSDS1 PSDS2  Fi(%)
AUDIAS 2020 13/19 — — 43.4 - — 382

2021 9/24 0.386 0.600 46.4 0.363 0.577 43.1
2022 7/22 0.428 0.655 50.1 0.432 0.649 46.5
2020 17/19 — — 34.8 — - 34.9
2021 14/24  0.342 0.527 40.1 0.315 0.547 37.3
2022 17/22 0.342 0.527 40.1 0.315 0.543 37.3

(de Benito et al.)

Baseline
systems
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Joint Training of Source Separation and
Sound Event Detection in domestic
environments

Multi-resolution and Source Separation for Improved Sound Event Detection based on Deep Neural Networks

Diego de Benito Gorrdn - PhD Thesis



Joint Training of Source Separation and SED in domestic environments

® Work derived from the research stay at Brno University of Technology

® Application of Source Separation models as auxiliary modules for Sound Event
Detection

* The work led to the publication of a conference paper 2% and the elaboration of a
journal article, currently under review 2*

2z D. de Benito-Gorrén, K. Zmolikova, and D. T. Toledano “Source Separation for Sound Event Detection in Domestic Environments using Jointly Trained Models”

2022 International Workshop on Acoustic Signal Enhancement (IWAENC), 2022.
2 D. de Benito-Gorrdn, K. Zmolikova, and D. T. Toledano “Analysis and Interpretation of Joint Source Separation and Sound Event Detection in Domestic
Environments” Submitted to PLOS ONE, 2023.
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Joint Training of Source Separation and SED in domestic environments

WAENC) | 978-1-6634-6867-11221$31,00 ©2022 IEEE | DO 101109 TWAENC53105.2022.9914755

SOURCE SEPARATION FOR SOUND EVENT DI
ENVIRONMENTS USING JOINTLY TRAINED MODELS

TECTION IN DOME!

Diego de Benito-Gorrén', Katerina Zmolikova®, Doroteo T. Toledano’

LAUDIAS Research Group, Escuela Politécnica Superior, Universidad Auténoma de Madrid
2Brno University of Technology, Faculty of IT, IT4I Centre of Excellence

ABSTRACT

Sound Event Detection and Source Separation are closely rel
tasks: whereas the first aims to find the time boundaries of acoustic
events inside a recording, the goal of the latter is to isolate each
of the acoustic sources into different signals. This paper presents
a Sound Event Detection system formed by two independently pre-
trained blocks for Source Separation and Sound Event Detection.
We propose a joint-training scheme, where both blocks are trained
at the same time, and a two-stage training, where cach block trains
while the other one is frozen. In addition, we compare the use of
supervised and unsupervised pre-training for the Separation block,
and two model selection strategies for Sound Event Detection. Our
cxperiments show that the proposcd methods arc ablc to outperform
the baseline systems of the DCASE 2021 Challenge Task 4.

Index Terms— Sound Event Detection, Source Separation,
DCASE, DESED

1. INTRODUCTION

An important amount of information about our surrounding environ-
ment is provided by sounds. The human ability o recognize them
generally gives us an immediate idea of where we are, or what is
happening near us. In computational intelligence, several rescarch
fields try to automatically retrieve this kind of information from

type (speech, music, background noise, etc.) [7]. Considering a
training dataset of audio mixtures for which the original sources are
available, deep neural networks can be trained for Source Separation
inaclassic supervised scheme, using Permutation Invariant Training
(PIT) [8]. Morcover, an unsupervised training method for Source
Scparation called Mixture Invariant Trai IT) has recently
been introduced 9], allowing to train Source Separation systems
when the original sources of the training mixtures arc not available.

Recent rescarch has suggested the idea that Source Separation
and Sound Event Detection tasks can benefit from cach other, for
instance, using the predictions of a SED system to guide the sepa-
ration of events into different sources [10, 11, 12], learning SSep as
an intcrmediate representation for SED [13], or applying SSep as a
pre-processing step for SED, cither fine-tuning the SED system over
automatically separated data [14] or training a SSep network as a
front-cnd stage o 4 pre-trained SED system [15].

In this paper, we propose a Sound Event Detection system com-
poscd of two pre-trained blocks: a Source Scparation network and a
Sound Event Detection network. In contrast with previous work, we
do not limit the training to just one of the two blocks. Instead, aiming
for both tasks to learn from each other, we introduce a joint training
setting, where the whole system is trained in an end-to-end fashion,
and a two-stage training, in which the SED block is fine-tund first
while freczing the $Sep block (Stage 1), and then the SSep block i
fine-tuned while freezing the SED block (Stage 2). Apart from these

their analysi tal results provide
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Source Separation — Definition

Input mixture

Source 1w .||||||’|~..

e e

system

Source M "I|||||”|||I|A ~~~~~~~~~~

Source Separation

® Decompose an audio mixture x into M channels, each one containing a different
acoustic source or different types of sounds

Diego de Benito Gorrén PhD Thesis <audzas> 46/64



Joint Training of Source Separation and SED in domestic environments

Research aims

e Use Source Separation (SSep) to enhance Sound Event Detection (SED)
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Joint Training of Source Separation and SED in domestic environments

Research aims

e Use Source Separation (SSep) to enhance Sound Event Detection (SED)

® Design a model in which both stages (SSep and SED) are trained together
® Potential mutual benefits between both tasks

® Evaluate in the context of DCASE Challenges

® PSDS and F} score
® Comparison with DCASE Baseline systems (SED, SSep+SED)
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DCASE Baseline system — Sound Event Separation and Detection

(Pretrained)

Sound Event

Source Separation | Source
model Source 2 SotnulEvent combination
(TDCN++, frozen) e ot (sum)
Source M >

Detection model

(Pretrained)

(1-a)

Sound Event . ;
Audio mixture » Detection model ¥® > Post-n[?'reot::ieézsmg_
(frozen) q
(Pretrained)

¢ SSep block — Improved Time-Domain Convolutional Network (TDCN++) 2°
e SED block — CRNN (DCASE SED Baseline)

% 1. Kavalerov, S. Wisdom, et al. “Universal Sound Separation” IEEE Workshop on Applications of Signal Processing to Audio and Acoustics (WASPAA), 2019.
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Joint Source Separation + Sound Event Detection (JSS)

Sound Event

Sound Event

L Source Separation
mOdel

(Pretrained)

Sound Event
Detection model

Source
combination
(max)

Post-

processing |-

>

Class 1 predictions

Class 2 predictions

(Pretrained)

Class K predictions

© Input audio is fed to the SSep block — M waveforms with estimated sources
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Joint Source Separation + Sound Event Detection (JSS)

Sound Event

Source > Class 1 predictions
»| combination Post- Class 2 predictions

(max) processing |-
Class K predictions

Sound Event

Sound Event
Detection model

L Source Separation
mOdel

(Pretrained)

(Pretrained)

© Input audio is fed to the SSep block — M waveforms with estimated sources

(sre)

® SED block is applied to each source — M source-level SED predictions, f)l...M
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Joint Source Separation + Sound Event Detection (JSS)

Sound Event

Source > Class 1 predictions
»| combination Post- |5 Class 2 predictions
(max) processing |...
Sound Event U Class K predictions
Detection model

(Pretrained)

Sound Event

L Source Separation
mOdel

(Pretrained)

© Input audio is fed to the SSep block — M waveforms with estimated sources
@ SED block is applied to each source — M source-level SED predictions, 1?)3”3}

©® Max-pooling applied to source-level predictions — clip-level predictions, D
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Joint Source Separation + Sound Event Detection (JSS)

Source Separation
model

(Pretrained)

Sound Event

Sound Event

Sound Event
Detection model

Source
combination
(max)

Post-

e
processing |-

>

(Pretrained)

e SSep block — Conv-TasNet 26
e SED block — CRNN (DCASE SED Baseline)

® Both blocks are pre-trained for their respective tasks

Class 1 predictions

Class 2 predictions

Class K predictions

% Y. Luo and N. Mesgarani “Conv-TasNet: Surpassing Ideal Time-Frequency Magnitude Masking for Speech Separation” |[EEE/ACM Trans. Audio, Speech and Lang.

Proc., 2019.
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Joint Source Separation + Sound Event Detection

el fiters
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1. Source Separation block

Audio mixture waveform
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Audio mixture mel-spectrogram

Diego de Ber

el filters

Mel filters

Mel filters.
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Separated source 2 mel-spectrogram
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Separated source 3 mel-spectrogram
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Separated source 4 mel-spectrogram
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Joint Source Separation + Sound Event Detection

el iters

Vel iters

Vel iters

vl iters

1. Source Separation block — 2. Sound Event Detection block

Separated source 1 scores
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Joint Source Separation + Sound Event Detection

score

score

score.

score

1. Source Separation block — 2. Sound Event Detection block — 3. Source combination
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Joint Source Separation + Sound Event Detection (JSS)

S Source Separation
mOdeI

(Pretrained)

JSS training

Sound Event

Sound Event

Sound Event
Detection model

Source
combination
(max)

Post-

processing |.--

>

(Pretrained)

® Mean teacher with SED loss function L4
® Two methods for JSS training

® Joint Training
@® Two-stage Training

Diego de Benito Gorrén

PhD Thesis
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Class 1 predictions

Class 2 predictions

Class K predictions

52/64



JSS — Joint Training

Pretraining : Joint Training : Inference
SED outputs SED outputs SED outputs
f : t 2

SED pretraining —O——) SED training

ﬁ O—» SSep + SED

SSep training

SSep pretraining

: A :
@) | G | G

® Joint Training optimizes SED and SSep blocks together to minimize L.

Y
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JSS — Two-stage Training

Pretraining : Stage 1 : Stage 2 : Inference
SED outputs SED outputs SED outputs SED outputs
T : A : A : A
. 1 . 1 .
SED pretraining —O—-) SED training SED Frozen
ﬂ ﬁ O ﬂ ﬁ (> ssep+ SED
SSep pretraining SSep Frozen SSep training :

: 3 : A :
) BRGNP R Gy

e Stage 1 updates SED block only, fine-tuning SED on separated data
e Stage 2 updates SSep block only, back-propagating L .4 through the SED block

Diego de Benito Gorrén PhD Thesis <audzas> 54 /64



JSS —Proposed experiments

JSS training methods
® Joint Training
® Two-stage Training
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JSS —Proposed experiments

JSS training methods
® Joint Training
® Two-stage Training

Source Separation pre-training
© Supervised — Permutation Invariant Training (PIT) 2’
O Unsupervised — Mixture Invariant Training (MixIT) 28

27 .
D. Yu et al. “Permutation invariant training of deep models for speaker-independent multi-talker speech separation” 2017 IEEE International Conference on

Acoustics, Speech and Signal Processing (ICASSP), 2017.
S. Wisdom, E. Tzinis, et al. “Unsupervised sound separation using mixture invariant training” Advances in Neural Information Processing Systems, 2020.
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JSS —Proposed experiments

JSS training methods
® Joint Training
® Two-stage Training

Source Separation pre-training
© Supervised — Permutation Invariant Training (PIT) 2’
O Unsupervised — Mixture Invariant Training (MixIT) 28

Mean Teacher model selection
® Student models (standard in DCASE Baseline systems)
@® Teacher models (proposed)

27 .
D. Yu et al. “Permutation invariant training of deep models for speaker-independent multi-talker speech separation” 2017 IEEE International Conference on

Acoustics, Speech and Signal Processing (ICASSP), 2017.
S. Wisdom, E. Tzinis, et al. “Unsupervised sound separation using mixture invariant training” Advances in Neural Information Processing Systems, 2020.
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JSS — Datasets

DESED (Domestic Environment Sound Event Detection) 2°
® Used for semi-supervised SED/JSS training and unsupervised SSep pre-training

29 - . . . . . e .
N. Turpault et al. “Sound event detection in domestic environments with weakly labeled data and soundscape synthesis” Detection and Classification of Acoustic

Scenes and Events Workshop (DCASE), 2019,
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DESED (Domestic Environment Sound Event Detection) 2°
® Used for semi-supervised SED/JSS training and unsupervised SSep pre-training

FUSS (Free Universal Sound Separation) 3°
® Synthetic audio mixtures from 2 to 4 sources
® 20000 mixtures for training, 1000 for validation, 1000 for evaluation
® Used for supervised SSep pre-training

29 - . . . . . e .
N. Turpault et al. “Sound event detection in domestic environments with weakly labeled data and soundscape synthesis” Detection and Classification of Acoustic
Scenes and Events Workshop (DCASE), 2019,

30 S. Wisdom, H. Erdogan, et al. “What’s all the FUSS about Free Universal Sound Separation Data?” /EEE International Conf. on Acoustics, Speech, and Signal

Processing (ICASSP), 2021.
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JSS — Datasets

DESED (Domestic Environment Sound Event Detection) 2°
® Used for semi-supervised SED/JSS training and unsupervised SSep pre-training

FUSS (Free Universal Sound Separation) 3°
® Synthetic audio mixtures from 2 to 4 sources
® 20000 mixtures for training, 1000 for validation, 1000 for evaluation
® Used for supervised SSep pre-training

YFCC100M (Yahoo-Flickr Creative Commons 100 Million) 3!
® 0.8 million audio clips from web video (no oracle sources available)
® Used only by the DCASE SSep+SED Baseline system (unsupervised SSep pre-training)

29 - . . . . . e .
N. Turpault et al. “Sound event detection in domestic environments with weakly labeled data and soundscape synthesis” Detection and Classification of Acoustic

Scenes and Events Workshop (DCASE), 2019,
30 S. Wisdom, H. Erdogan, et al. “What’s all the FUSS about Free Universal Sound Separation Data?” /EEE International Conf. on Acoustics, Speech, and Signal
Processing (ICASSP), 2021.
31 B. Thomee, D. A. Shamma, et al. “YFCC100M: The New Data in Multimedia Research” Commun. ACM, 2016.
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JSS — PSDS1 results
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PSDS1 results over DESED Validation set
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JSS — PSDS1 results

PSDS1
0.38

0.36 1 —
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0.32 1 S —= ==
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PSDS1 results over DESED Validation set

® Stage 0 (SO): Initial state (pre-training only) — Domain mismatch
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JSS — PSDS1 results

0.38

0.36 1
0.34 1
0.32 1
0.30 1
0.28 1
0.26 A
0.24 A
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PSDS1

SED BS  £ys5-50
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~———— ~—

PSDS1 results over DESED Validation set

® Stage 0 (SO): Initial state (pre-training only) — Domain mismatch
® Stage 1 (S1): SED block training — Closer to SED baseline
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JSS — PSDS1 results

PSDS1
0.38
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0.26 1 - — | — 2= — | ——
0.24 1 - —— | ——
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PSDS1 results over DESED Validation set
® Stage 0 (SO): Initial state (pre-training only) — Domain mismatch
® Stage 1 (S1): SED block training — Closer to SED baseline
® Stage 2 (S2): SSep block training — Further improvement
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JSS — PSDS1 results

PSDS1
0.38
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PSDS1 results over DESED Validation set

Stage 0 (SO): Initial state (pre-training only) — Domain mismatch
Stage 1 (S1): SED block training — Closer to SED baseline
Stage 2 (S2): SSep block training — Further improvement

Joint Training (JT) — Similar to Stage 2
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JSS — PSDS1 results

PSDS1
0.38

0.36 1 3
0.34 1 B8 s =
0.32 1 S mm mmw S |
0.30 1 S T e |

0.28 = —= =

0.26 1 == = gE——= =

0.24 == =
0.22

SEDBS 5550 £yssSl £yss-S2 pusSIT pED-S0 (egED-51 egED-52 eseD T
PSDS1 results over DESED Validation set

® Source Separation pre-training

FUSS (supervised, out-of-domain) < DESED (unsupervised, in-domain)

® Model selection

Student (bright bars) < Teacher (dark bars)
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JSS — PSDS2 results

PSDS2
0.60
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PSDS2 results over DESED Validation set

e Stage 0 — Domain mismatch

® Stage 1 — Closer to SED baseline ® SSep pre-training: FUSS < DESED

® Stage 2 — Further improvement ® Model selection: Student < Teacher
® Joint Training — Similar to Stage 2
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JSS — F1-score results

F1 (%)
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F1-score results over DESED Validation set

e Stage 0 — Domain mismatch

® Stage 1 — Closer to SED baseline ® SSep pre-training: FUSS < DESED

® Stage 2 — Further improvement ® Model selection: Student < Teacher
® Joint Training — Similar to Stage 2
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JSS — Model fusion results

PSDS1 PSDS2 F1 (%)
0.60 46.0
0.38
o058 455
45.0
037 056 4.5
0.54 4.0
036 052 a5
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425

0.48 42.0
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Results over DESED Validation set (Teacher model sel. and DESED SSep pre-training)

® Comparison with DCASE Sound Event Separation and Detection Baseline
e Score fusion obtained as an average of the network score sequences
e Best performance: Stage 2 + Joint Training (S2+JT)

Diego de Benito Gorrén PhD Thesis <audias> 60/64



Conclusions [ Ongoing and future work

Multi-resolution and Source Separation for Improved Sound Event Detection based on Deep Neural Networks

Diego de Benito Gorrdn - PhD Thesis



Conclusions (1/3)

® Three journal articles

® D.de Benito-Gorrén et al. “Exploring convolutional, recurrent, and hybrid deep neural networks for speech
and music detection in a large audio dataset”. In: EURASIP Journal on Audio, Speech, and Music Processing
2019.1 (2019), pp. 1-18

® D.de Benito-Gorrén, D. Ramos, and D. T. Toledano. “A Multi-Resolution CRNN-Based Approach for
Semi-Supervised Sound Event Detection in DCASE 2020 Challenge”. In: IEEE Access 9 (2021),
pp. 89029-89042. pol: 10.1109/ACCESS.2021.3088949

® D.de Benito-Gorrén, D. Ramos, and D. T. Toledano. “An Analysis of Sound Event Detection under Acoustic
Degradation Using Multi-Resolution Systems”. In: Applied Sciences 11.23 (2021). IssN: 2076-3417. DOI:
10.3390/app112311561. URL: https://www.mdpi.com/2076-3417/11/23/11561

® Four conference papers
® Three competitive evaluations

Diego de Benito Gorrén PhD Thesis <audias> 61/64


https://doi.org/10.1109/ACCESS.2021.3088949
https://doi.org/10.3390/app112311561
https://www.mdpi.com/2076-3417/11/23/11561

Conclusions (1/3)

® Three journal articles
® Four conference papers
® D.de Benito-Gorrén, D. Ramos, and D. T. Toledano. “A multi-resolution approach to sound event detection
in DCASE 2020 task4”. In: Detection and Classification of Acoustic Scenes and Events Workshop (DCASE).
Tokyo, Japan, Nov. 2020, pp. 36-40
® D. de Benito-Gorrdn, D. Ramos, and D. T. Toledano. “An Analysis of Sound Event Detection under Acoustic
Degradation Using Multi-Resolution Systems”. In: /berSPEECH 2021. Valladolid, Spain, Mar. 2021. pot:
10.21437/IberSPEECH.2021-8
® D.de Benito-Gorrén et al. “Multiple Feature Resolutions for Different Polyphonic Sound Detection Score
Scenarios in DCASE 2021 Task 4”. In: Detection and Classification of Acoustic Scenes and Events Workshop
(DCASE). Barcelona, Spain, Nov. 2021, pp. 65-69
® D. de Benito-Gorrdn, K. Zmolikova, and D. T. Toledano. “Source Separation for Sound Event Detection in
Domestic Environments using Jointly Trained Models”. In: 2022 International Workshop on Acoustic Signal
Enhancement (IWAENC). 2022, pp. 1-5. bol: 10.1109/IWAENC53105.2022.9914755

® Three competitive evaluations
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Conclusions (1/3)

® Three journal articles

® Four conference papers

® Three competitive evaluations
® D.de Benito-Gorrdn et al. Multi-resolution Mean Teacher for DCASE 2020 Task 4. Tech. rep. DCASE2020

Challenge, June 2020
® D.de Benito-Gorrdn et al. Multi-resolution Mean Teacher for DCASE 2021 Task 4. Tech. rep. DCASE2021

Challenge, June 2021
® D. de Benito-Gorrdn et al. Multi-Resolution Combination of CRNN and Conformers for DCASE 2022 Task 4.

Tech. rep. DCASE2022 Challenge, June 2022
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Conclusions (2/3)

e Sound Event Detection as a new line of research in AUDIAS

Diego de Benito Gorrén PhD Thesis <audias> 62 /64



Conclusions (2/3)

e Sound Event Detection as a new line of research in AUDIAS

® Participation in the DCASE international challenges with favorable results
® Performance and ranking position improved each year

Diego de Benito Gorrén PhD Thesis <audias> 62 /64



Conclusions (2/3)

e Sound Event Detection as a new line of research in AUDIAS

® Participation in the DCASE international challenges with favorable results
® Performance and ranking position improved each year

® Multi-resolution approach consistently outperformed reference systems

® |ndependence of the neural network structure (CRNN / Conformer)
® Adaptability to different application scenarios (PSDS1 / PSDS2)
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Conclusions (3/3)

e Enhancement of SED input representations with Source Separation
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Conclusions (3/3)

e Enhancement of SED input representations with Source Separation

® New proposed method for Joint Training of SED and SSep improved upon the
reference system

® Unsupervised training of SSep allows to improve SED without additional data

e Optimization of model selection strategy in Mean Teacher

® Motivated by the iterative training methods proposed for JSS
® Also beneficial for any Mean Teacher model — Employed in DCASE 2022
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Ongoing and future work

e AUDIAS participation for DCASE 2023

® Multi-resolution CRNN for PSDS1
® Optimized multi-resolution Conformer for PSDS2
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Ongoing and future work

e AUDIAS participation for DCASE 2023

® Multi-resolution CRNN for PSDS1
® Optimized multi-resolution Conformer for PSDS2

® Research paper published last month,3? journal article in progress

32 S. Barahona Quirds et al. “Multi-resolution Conformer for Sound Event Detection: Analysis and Optimization” Detection and Classification of Acoustic Scenes and

Events Workshop (DCASE), 2023.
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32 S. Barahona Quirds et al. “Multi-resolution Conformer for Sound Event Detection: Analysis and Optimization” Detection and Classification of Acoustic Scenes and

Events Workshop (DCASE), 2023.

Diego de Benito Gorrén PhD Thesis <audzas> 64 /64



Ongoing and future work

e AUDIAS participation for DCASE 2023

® Multi-resolution CRNN for PSDS1
® Optimized multi-resolution Conformer for PSDS2

® Research paper published last month,3? journal article in progress

® Analysis and interpretation of Joint Source Separation and Sound Event Detection

e Journal article currently under review 33
® Insights on the interaction between Source Separation and Sound Event Detection

32 S. Barahona Quirds et al. “Multi-resolution Conformer for Sound Event Detection: Analysis and Optimization” Detection and Classification of Acoustic Scenes and

33

Events Workshop (DCASE), 2023.
D. de Benito-Gorrdn, K. Zmolikova, and D. T. Toledano “Analysis and Interpretation of Joint Source Separation and Sound Event Detection in Domestic
Environments” Submitted to PLOS ONE, 2023.
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Thank you for your attention

Multi-resolution and Source Separation for Improved Sound Event Detection based on Deep Neural Networks
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